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7.1 Introduction

Quantitative understanding of the mechanical behavior of the external and middle ear is important, not 
only in the quest for improved diagnosis and treatment of conductive hearing loss but also in relation to 
other aspects of hearing that depend on the conductive pathways. Mathematical modeling is useful in 
arriving at that understanding.

The middle ear is of course more than just a mechanical system: it has physiological aspects (e.g.,  
muscle  contraction,  healing)  and  biochemical  aspects  (e.g.,  gas  exchange)  that  directly  affect  its 
mechanical  behavior.  Even when it  is  studied  only from a  mechanical  point  of  view,  however,  it 
presents considerable challenges. For one thing, it has a complicated and irregular geometry involving 
a number of distinct structures encompassing a wide range of sizes. Its overall dimensions are in the 
range  of  tens  of  millimeters  but  it  has  important  dimensions  measured  in  micrometers  (e.g.,  the 
thickness of the eardrum). One can go even further down the scale and consider the dimensions of the  
collagen fibers that are mechanically important in the eardrum. The displacements that one must be 
able to measure to characterize middle-ear mechanics are as small as nanometers in response to sound 
pressures but as large as millimeters in response to static pressures. The time scales for the mechanical 
responses of the middle ear range from tens of microseconds for high-frequency sounds to tens of 
seconds  for  changes  of  static  pressure,  and even  millions  of  seconds  for  the  mechanical  changes 
involved in development and healing.

The challenge of the external and middle ear is increased by the many different tissue types involved 
with very different mechanical behaviors: bone; fibrous connective tissue, with its collagen, elastin, and 
ground substance;  muscle,  both  striated  and smooth;  cartilage,  both  calcified  and uncalcified;  and 
synovial fluid. The mechanical properties of low-density air (in the canal and cavities) and high-density 
water (in the cochlea) are also involved.

This chapter starts by reviewing some background modeling topics: Sections 7.2 and 7.3 discuss 
some general issues related to the modeling of geometry and of material properties as required for 
realistic models, while Section 7.4 is a discussion of model verification and validation, including the 
issues of uncertainty analysis and parameter fitting. (See Funnell et al. (2012) for a tutorial review of 
the underlying mechanical principles and modeling approaches.) Section 7.5 is a review of models that 
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have been presented for the outer and middle ear, divided into canal, air cavities, eardrum, ossicular 
chain,  and cochlea,  followed by a  very brief  treatment  of  nonlinearity.  The chapter  ends  with the 
discussion in Section 7.6.

7.2 Geometry Modeling

Realistic modeling requires more or less accurate three-dimensional (3-D) shapes. This section includes 
a brief and qualitative review of the sources of such shape data, and then a discussion of the processing 
required for preparation of the geometric meshes used in finite-element models.

7.2.1 Sources of Shape Data

This  section  discusses  various  sources  of  3-D shape  data.  Most  of  the  techniques  involve  cross-
sectional images of some kind, but Section 7.2.1.6 includes techniques that work directly from the 
surfaces of objects.  Decraemer et al. (2003) presented a brief overview of some of these methods as 
used in the middle ear. Clinical techniques are reviewed by Popelka and Hunter in Chapter 8.

7.2.1.1 Light Microscopy

Precise 3-D shape data may be obtained from serial-section histology. This technique is very time 
consuming  and  involves  many processing  steps:  fixation,  decalcification,  dehydration,  embedding, 
sectioning, staining, and mounting. Some of these processes can be automated (e.g., Odgaard et al., 
1994). The embedding step may be replaced by freezing. Histology is particularly challenging for the 
ear because the petrosal part of the temporal bone is very dense and hard; because the eardrum is  
unsupported and extremely thin; and because the ossicles are suspended in air by small ligaments.

It is challenging to make 3-D reconstructions from histological sections because of the need to align 
the images to one another. The alignment problem is made worse by the fact that individual sections are 
typically stretched, folded, and torn in unpredictable ways. The processing also involves some degree 
of tissue shrinkage (e.g., Kuypers et al., 2005a for the eardrum). Alignment problems can be reduced 
by photographing the surface of the tissue block as each successive slice is removed (e.g., Sørensen et 
al., 2002; Jang et al., 2011), but the resolution is limited to that of the camera.

In confocal microscopy the sectioning is done optically by using pinhole apertures or very narrow 
slits (e.g., Koester et al., 1994). This technique is often combined with the use of fluorescent dyes. The  
effectiveness of optical sectioning can be greatly improved by the use of multiphoton microscopy. In 
second-harmonic generation (SHG) and third-harmonic generation (THG) microscopy, two or three 
photons are transformed into one photon with two or three times the energy (e.g., Sun, 2005). Because 
the amount of energy emitted is the same as the amount of energy absorbed, there is no net energy 
absorption and the photo-bleaching and damage problems of conventional fluorescence do not occur. 
Jackson et al. (2008) used a combination of two-photon fluorescence and SHG to visualize collagen 
fibers in human eardrums. Lee et al. (2010) used SHG and THG on the rat eardrum; unlike previous 
users  of  confocal  microscopy,  they did not  need to  excise and flatten the eardrum, so they could 
observe the conical shape of the drum as well as its thickness and layered structure.

Optical  coherence  tomography (OCT)  obtains  the  effect  of  optical  sectioning  by  effectively 
measuring the different travel times of light reflected from different depths, either directly in the time 
domain or in the frequency domain (Fercher, 2010; Wojtkowski, 2010). OCT has shown promise in 
imaging the middle ear (Just et al., 2009) and can also be used for vibration measurements (Subhash et  
al., 2012).

These various types of optical sectioning can be used  in vivo, and much effort is being put into 
minimizing the amount of light required and maximizing the speed with which changes can be tracked 
(e.g., De Mey et al., 2008; Carlton et al., 2010).
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Another light-microscopy technique is orthogonal-plane fluorescence optical sectioning (OPFOS), 
in which the effect of sectioning is obtained by shining a thin sheet of laser light through the specimen 
from the side. Voie et al. (1993) introduced the use of this technique for the inner ear, and Buytaert et 
al. (2011) have developed a higher-resolution version and applied it to the middle ear. It requires tissue 
processing similar to that required for histological sections, but it provides very high resolution without 
any of the alignment problems associated with physical sections.

7.2.1.1 X-ray Computed Tomography

X-rays can provide information about the interiors of solid objects because they penetrate further than 
visible light does. Computed tomography (CT) uses image-processing algorithms to combine multiple 
X-ray images, from many different angles around an object, to produce cross-sectional images of the 
interior.  Compared with histology, this provides the dramatic advantages that it  is not necessary to 
physically cut (and thus destroy) the object, and that there are no alignment problems at all.

The spatial resolution of current clinical CT scanners is such that the outer ear and the general form 
of the middle-ear air cavities are fairly clear (e.g., Egolf et al., 1993), but few details of the ossicles can 
be  seen  and  none  of  the  ligaments  (e.g.,  Lee  et  al.,  2006).  However,  Vogel  and  Schmitt  (1998) 
demonstrated the use of a “microfocus” X-ray tube for microtomography for the ear. At about the same 
time,  Sasov  and  Van  Dyck  (1998)  described  a  desktop  microCT scanner  built  with  commercially 
available components and demonstrated its use for the ear. That scanner was quickly used to support 
the analysis of middle-ear vibration measurements (Decraemer & Khanna, 1999). Several models of 
microCT scanner are now commercially available and further development continues (e.g., Salih et al., 
2012). Resolutions down to a few micrometers can be obtained for small, dissected specimens; scan 
times tend to be tens of minutes.

X-ray absorption increases as bone density increases, and this can be used to estimate variations of 
Young’s modulus within a bone. This is often done for large bones and has been attempted for the 
middle-ear ossicles (Yoo et al., 2004).

One limitation of current microCT scanners is that their X-ray sources produce a fairly broad band 
of frequencies. The fact that softer (lower-frequency) X-rays are absorbed more than harder ones leads 
to a phenomenon known as beam hardening, which causes image artifacts that are difficult to avoid. It 
is possible to filter out some of the softer X-rays, but this greatly reduces the already limited intensity 
of the beam. Synchrotron radiation, however, although available only in a few centers, provides very 
bright and highly collimated X-ray beams, with a very narrow (practically monochromatic) frequency 
range. Vogel (1999) used it for the middle and inner ear. Both absorption-contrast and phase-contrast 
modes can be used. It is possible to use multiple beam energies and to combine the individual gray-
scale images to produce false-color images. Synchrotron-radiation CT has not been much used for the 
middle ear,  but  the appearance of some recent papers (Neudert  et  al.,  2010; Kanzaki et  al.,  2011) 
suggests that it may become more common.

The resolutions of clinical CT scanners will continue to improve, and hand-held X-ray scanners are 
possible (Webber et al., 2002).

7.2.1.3 Magnetic Resonance Imaging

The resolution of current clinical magnetic resonance (MR) imaging is even lower than that of clinical 
X-ray CT. However, Johnson et al. (1986) first reported on MR “microscopy” using a modified clinical 
MR scanner. The resolution that is obtained can be improved by attention to many factors, including 
smaller coils (and thus smaller specimens), more averaging (and thus longer acquisition time), higher 
magnetic-field gradients, and larger image-matrix size.  In that year,  three different groups reported 
resolutions of tens of micrometers in two axes but hundreds of micrometers in the third axis (e.g., 
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Johnson et al., 1986). The resolutions that they achieved depended in part on what they chose to image. 
Within a few years, Henson et al. (1994) obtained an isotropic voxel size of 25 × 25 × 25 µm in the ear.

MR imaging provides good contrast between different types of soft tissue. Although MR images are 
inherently monochromatic,  multiple data-acquisition parameters can be used to emphasize different 
tissue types and to combine the individual gray-scale images to produce false-color images. Given that 
MR depends on the presence of protons (e.g., Reiser et al., 2008), it provides practically no contrast 
between air and cortical bone because neither has many protons. This is a problem for imaging the 
middle-ear air space and ossicles but it can be circumvented by filling the air cavities with a liquid 
gadolinium–based contrast agent (Wilson et al., 1996). The filling has to be done very carefully to 
avoid air bubbles, and it is likely to displace the eardrum significantly.

MR scanners, both clinical and microscopic, are more expensive and less widely available than their  
X-ray CT counterparts but are becoming more common.

7.2.1.4 Electron Microscopy

Electron microscopy (EM) can provide much higher spatial resolutions than light microscopy, but there 
is no possibility of using different stains to enhance contrast. Scanning EM is analogous to looking at  
solid objects under a microscope by reflected light, while transmission EM is analogous to looking at 
histological  sections.  EM  is  currently  the  method  of  choice  for  imaging  details  like  the  fibrous 
ultrastructure of the eardrum (e.g., Lim, 1995). 3-D reconstructions have been performed using both 
physical sectioning with scanning EM (Denk & Horstmann, 2004) and computed tomography with 
transmission EM (e.g., Koning & Koster, 2009). In addition to electrons, various ions can be used for 
surface microscopy, and helium ions are particularly attractive (e.g., Bell, 2009). 

7.2.1.5 Ultrasound

Conventional  ultrasound imaging has not had high enough resolution for use in the ear,  but high-
frequency ultrasound has recently shown promise (Brown et al., 2009). One disadvantage is that it does 
not work with structures in air.

7.2.1.6 Surface-Shape Measurement

In addition to the use of sequences of cross-sectional images, shape can also be measured from purely 
surface measurements. Surface shape can be measured optically by taking advantage of small depths of 
focus and varying the position of the focal plane (e.g., Danzl et al., 2011). With larger depths of focus it  
is possible to reconstruct the 3-D shape of an object from photographs taken from multiple orientations, 
even without knowledge of the camera positions (Snavely et al., 2008). This can also be done with 
tilted images from scanning electron microscopy.

Many other optical methods for surface-shape measurement exist, including moiré topography and 
laser range finding, which are mentioned in Section 7.5.4.4 as having been used for the eardrum, and 
estimation  from silhouettes  (e.g.,  Weistenhöfer  & Hudde,  1999 for  the  ossicles). The  concepts  of 
plenoptic  functions and  light  fields,  combined with the availability of microlens arrays,  make 3-D 
photography and microscopy possible (e.g., Georgiev et al., 2011).

Techniques that have been used for the inside surfaces of cavities, such as the external ear canal,  
include the use of molds  (Stinson & Lawton,  1989),  acoustical  measurements  (Hudde,  1983),  and 
fluorescence (Hart et al., 2010). Information about surfaces, such as texture, can be obtained using, for 
example, near-field optical techniques (e.g., Novotny, 2011) and tactile techniques, including atomic 
force microscopy (e.g., Leach, 2010).
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7.2.2 Model Creation

7.2.2.1 Introduction

“Why is building 3D content so expensive and time-consuming?” Polys et al. (2008) answer their own 
question largely in terms of the variety of approaches used and the lack of standards, but part of the 
answer is simply that building 3-D models is hard. The difficulty is especially great when dealing with 
complex  dynamic  natural  structures  (anatomical,  biological,  geological,  etc.)  composed  of  large 
numbers  of  irregular  and inhomogeneous  parts  that  are  attached to  multiple  other  parts  at  shared 
surfaces, which themselves have arbitrarily complex shapes.

Faithful models of natural structures must be created from experimental shape data, often in the 
form of sets of images of parallel sections, whether derived from physical cutting or from tomographic 
imaging. The process of creating 3-D  models from such data may be considered to consist of four 
steps:  (1) definition of  relationships,  (2) segmentation,  (3) surface generation,  and (4) volume mesh 
generation.  These  four  steps  are  briefly  discussed  in  Sections  7.2.2.2  to  7.2.2.5.  In  view  of  the 
considerable  anatomical  variability  among individual  ears,  it  is  important  to  make the  creation  of 
models easier than it now is.

7.2.2.2 Relationships

Three  types  of  relationships are  relevant  here.  The  first  type  involves  an  object  hierarchy (e.g., 
manubrium  is part of malleus). In making models from 3-D image data, this type of hierarchy has 
generally been dealt with on a voxel-by-voxel basis (e.g., Gehrmann et al., 2006) rather than with the 
more efficient  surface or  solid  models  used in  computer-aided design (CAD).  The second type of 
relationship involves a class hierarchy (e.g., cortical bone is a kind of bone). This type of hierarchy has 
not  generally  been  made  explicit—both  a  cause  and an  effect  of  the  fact  that  models  have  been 
oversimplified.  It  is  also  complicated  to  simultaneously  handle  both  types  of  relationships 
systematically  (e.g.,  Cerveri  &  Pinciroli,  2001).  The  third  type  of  relationship  concerns  physical 
attachments (e.g., a surface shared between tendon and bone). These relationships have generally been 
ignored  because  they  are  not  necessary  for  the visualization  of  static  models,  but  they  are  very 
important for interactive and dynamic models. They also make it much easier to create variants of a  
model to represent, for example, anatomical variability or pathological cases.

7.2.2.3 Segmentation

Segmentation involves identifying the outlines of structures of interest within images. Considerable 
research  has  been  and  is  being  done  on  methods  for  automatic  segmentation  (e.g.,  Zhang,  2006, 
Chapter 1). Most currently available systems represent individual structures either by filled regions or 
by closed contours. In neither case is it possible to explicitly represent the shared surface between two 
adjoining structures, often resulting in unwanted gaps or overlaps. The use of explicitly connected open 
contours can address this problem, as well as the representation of very thin structures like the eardrum 
(Decraemer et al., 2003).

Automatic techniques are fast but so far are successful only for relatively simple segmentation tasks 
(e.g., distinguishing between bone and non-bone). Even an image that seems very easy to segment may 
be very difficult for an automatic algorithm. The human visual system after all is very good at pattern 
recognition (e.g., von Ahn et al., 2008), sometimes too good (e.g., Lowell, 1908).
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It is generally accepted that manual intervention is often required, and attention is increasingly being 
given  to  integrating  user  interaction  with  powerful  segmentation  tools  (e.g.,  Liang  et  al.,  2006). 
Figure 7.1a  shows an  example  of  semi-automatic  2-D segmentation.  Often  what  is  needed is 3-D 
segmentation, and applying 2-D algorithms slice by slice often gives poor results. Fully 3-D algorithms 
are available but tend to be difficult to visualize and control.

7.2.2.4 Surface Generation

Surface generation often involves the generation of triangular meshes. Voxel-based algorithms such as 
“marching” cubes (Schroeder et al., 1996) or tetrahedra (Bourke, 1997) must typically be followed by a 
step to greatly reduce the number of polygons, and automatic polygon-reduction algorithms often give 
unsatisfactory results, with many unnecessary polygons in some regions and/or excessive loss of detail 
in other regions. One also generally loses the original serial-section slice structure.

Alternatively, the surface can be formed by triangulating at the desired resolution between vector-
based contours in different slices. Figure 7.1b shows surfaces created in this way. Determining which 
of the many possible triangulations to use can be done heuristically or by globally minimizing a cost 
function, but the choice of cost function can have a drastic effect on the quality of the triangulation 
(e.g., Funnell, 1984). The quality is critical if the model is to be used for simulation and not just for 
visualization. For an extended, thin structure like the eardrum, the smoothness of the surface mesh is 
critical to its mechanical behavior; any local curvature will have a strong effect, as do ripples on a 
potato chip.

7.2.2.5 Volume Mesh Generation

Volume mesh generation involves creating a mesh of solid elements (e.g., bricks, tetrahedra) to fill the 
volume enclosed by a surface mesh, as shown in Figure 7.1c. This is necessary for many applications, 
including finite-element modeling.  A great deal of work has been  done on methods for 3-D mesh 
generation but research continues, especially for image-based models (e.g., Young et al., 2008).

6

Figure 7.1: Examples of stages in finite-element modeling of gerbil middle ear. (A) Example of semi-
automatic 2-D segmentation of microCT data.  Red = malleus,  green = incus. The image in which the 
segmentation  is  done  has  been  median  filtered;  the  side-view images  have  not.  (B) Surface  meshes 
generated from results of segmentation. Red = malleus, green = incus,  blue = pars flaccida. (C) Volume 
mesh of incus, with some elements removed to show that the interior is filled with tetrahedra.
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Meshes to be used for finite-element modeling must fulfill certain requirements. First, they must be 
topologically  correct,  that  is,  there  must  be  no  overlaps  between  neighboring  elements  and  no 
unintended gaps. Second, the elements must not be too long and thin, because this leads to numerical 
problems when doing the finite-element calculations. Third, the mesh must be fine enough to avoid 
excessive discretization errors but not so fine as to require excessive computation. On the one hand, a 
mesh that is too coarse will usually tend to lead to model behavior that is too stiff. On the other hand, 
the computational requirements increase dramatically as the number of elements increases. Figure 7.2 
shows  an  eardrum  model  with  three  different  mesh  resolutions,  and  the  resulting  low-frequency 
displacement patterns.  Higher frequencies will  lead to more complicated patterns that require finer 
meshes.  There  is  a  trade-off  between  accuracy  and  computational  expense  that  must  be  judged 
according to the requirements of the analysis, and it is often desirable to make the mesh finer in some 
parts of the model than in others. It is important to undertake  convergence testing, that is, to test a 
model with varying mesh resolutions, under a variety of load conditions, to make sure that the mesh is 
acceptable.  Automatic  mesh-generation  software  makes  it  feasible  to  generate  meshes  of  varying 
coarseness for such testing.

7.2.2.6 Software

The  software  used  for  creating  3-D models  may be  divided  into  three  classes:  (1) CAD software 
intended for design and manufacturing, (2) software for the artistic “design” of naturalistic objects, and 
(3) software specifically intended for the reconstruction of natural objects. Class 1 is taken here to 
include the model-generation facilities  built  into many finite-element  packages.  Currently,  none of 
these three classes is very well equipped to handle complex natural systems. In class 1, some CAD 
software can deal with relationships among parts in complex assemblies, but (a) the multiple parts are 
simply adjacent or in contact, or perhaps occasionally bonded at simple interface surfaces; and (b) such 
software  is  not  well  suited  to  modeling  arbitrary  natural  shapes.  Software  in  class 2  is  generally 
intended only for visualization;  relationships among multiple  parts,  if  handled at  all,  are generally 
limited to interactions between geometric control points. Software in class 3 is generally intended only 
for visualization and for quantification of properties such as length and volume. Some software does 
exist  for  deriving  finite-element  models  from imaging  data  but  such  software  generally  does  not 
attempt to model the physical  interactions and relationships among multiple  component  parts  with 
widely varying sizes and properties.

7.3 Material Modeling

To take full advantage of the power of the finite-element method, one should have a priori information 
about the material properties, rather than simply adjust parameters to fit particular experimental results.  
There are many different materials involved in the outer and middle ear, including air, bone, ligament, 
tendon, muscle, cartilage, synovial fluid, epithelium, mucosa, fat,  and nerve, as well as specialized 
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Figure 7.2: Finite-element models of eardrum and corresponding low-frequency displacement patterns, 
with  three  different  mesh  resolutions:  nominally  10,  20,  and  60  elements/diameter.  The  elements 
(triangles)  are  indicated  by  gray  lines.  Displacements  are  color  coded  from  black  (zero)  to  white 
(maximum). The finer meshes produce more accurate displacement patterns.
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structures such as the lamina propria of the eardrum and the fibrocartilaginous ring. The connective-
tissue components include various forms, both dense and loose, and with both regularly and irregularly 
organized fibers.

Until recently the only explicit measurements of middle-ear material properties were for the eardrum 
(e.g., von Békésy, 1949; Kirikae, 1960; Wada et al., 1996) and the interpretation of even those  data 
requires  great  care  (e.g.,  Fay  et  al.,  2005).  In  the  past  few  years,  material  properties  have  been 
measured for other middle-ear structures (e.g., Cheng & Gan, 2007; Soons et al., 2010) and a variety of 
new techniques have been used for the eardrum (e.g., Luo et al., 2009; Zhang & Gan, 2010; Aernouts & 
Dirckx,  2012).  With  care,  values  can  also  be  estimated  from measurements  in  supposedly similar 
tissues elsewhere in the body. 

The purpose here is not to review these different measurements but to summarize the ways in which 
material  properties  are  represented  in  finite-element  models.  Issues  of  tissue  nonuniformity  and 
inhomogeneity are not addressed here. They can be handled either by benign neglect, by averaging, or 
by applying different material properties to different elements in the finite-element mesh.

Also ignored here are many biomechanical issues related to phenomena of living tissue, such as 
metabolic processes in general; actively maintained chemical gradients (leading, for example, to gas 
exchange as  discussed  by Dirckx,  Chapter  5);  development,  growth,  and remodeling;  healing  and 
osseo-integration; and many sources of variability related to genetics, environment, and history.

The simplest  form of material  property is  linear elasticity,  for which the material  properties are 
specified by Young’s modulus and Poisson’s ratio. The material may be isotropic or not. For dynamic 
problems, one also needs parameters for mass density and for damping. Mass density is relatively easy 
to estimate. Damping is more difficult and is often represented by rather arbitrary parameters, such as 
the  α and  β of Rayleigh damping (e.g., Funnell et al., 1987). Zhang & Gan (2011) recently used a 
simple viscoelastic representation based on experimental measurements.

Nonlinearities may arise for geometric reasons, even if the stress–strain relationship of the material 
is linear. In this case a  St. Venant–Kirchhoff material model can be used, which is formulated like a 
nonlinear material but has the same Young’s modulus and Poisson’s ratio as for a linear formulation.

Many  different  finite-element  formulations  are 
available  for  truly  nonlinear  hyperelastic materials. 
The  results  with  different  material  models  are 
sometimes similar and the available experimental data 
are not always good enough to justify a preference for 
one model  over  another.  As an example,  Figure 7.3 
shows stress–strain curves for three different material 
models compared with experimental data. The curves 
for the Ogden model (magenta, short dashes) and the 
Veronda–Westmann  model  (green,  long  dashes)  are 
very similar.  The solid blue curve for the model of 
Decraemer et al. (1980), based on a simple structural 
model, is also similar but does appear to fit the data 
better than the curves for the other two models, which 
are purely phenomenological.

7.4 Model Verification and Validation

7.4.1 Introduction

ASME (originally known as the American Society of Mechanical Engineers) has formulated general 
guidance for the iterative verification and validation of computational models (ASME, 2006; Schwer, 
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Figure 7.3: Comparison of experimental data (black dots) 
with  three  different  material  models  (solid  blue,  long-
dash green, and short-dash magenta lines). See text for 
discussion.
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2007). The guidelines are aimed primarily at the modeling of designed and manufactured systems but 
are also relevant for natural systems such as the middle ear. The building of confidence in the results of  
computational models is analogous to the building of confidence in experimental measurements (e.g., 
Parker,  2008;  Winsberg,  2010).  In  this  section,  brief  overviews  of  model  verification  and  model 
validation are presented,  followed by discussions of the specific topics of  uncertainty analysis and 
parameter fitting.

7.4.2 Model Verification

Model verification is considered to include both  code verification and  calculation verification. Code 
verification involves checking that the mathematics of the model have been correctly implemented in 
the software.  This  may be considered to  be the responsibility of  the software developer,  but  wise 
modelers may want to check things for themselves by comparison with analytical solutions comparable 
to the real model, by the use of manufactured solutions (Roache, 2002), or by comparison with other 
software. It is also useful to explore simulation results in depth, looking for odd behavior, although this 
will tend to be biased by expectations.

The  second  step,  calculation  verification,  is  very  much  the  responsibility  of  the  modeler,  and 
includes running the model with different mesh resolutions and, for time-domain solutions, different 
time steps, to make sure that the discretization is fine enough that it does not affect the results too much 
(cf. Section 7.2.2.5).

7.4.3 Model Validation

Model validation is an evaluation of how closely the behavior of a model matches the experimentally 
measured behavior of the system being modeled, with the experimental data not having been used in 
formulating or refining the model. The match is expressed quantitatively in terms of some validation 
metric that is appropriate to the intended use of the model. Ideally the match is expressed not only as a 
measure of the difference, but together with a measure of the uncertainty of the results and a confidence 
level, for example, “the relative error between the experiment and simulations was 18 ± 6% with [an] 
85% confidence level” (Schwer, 2007). The estimation of uncertainty is addressed in Section 7.4.4. 
Note that there are two different types of uncertainty here: epistemic (or reducible) uncertainty, due to 
lack of knowledge about parameters, and  aleatory (or stochastic, or irreducible) uncertainty, due to 
inherent randomness (e.g., Helton et al., 2006). These concepts are not really mutually exclusive and 
usage of the terminology is rather inconsistent (e.g., Moens & Vandepitte, 2005, p. 1529).

Validation metrics (or adequacy criteria) can be expressed in terms of either response measures (raw 
model  outputs)  or  response  features derived  from those  outputs  (e.g.,  Mayes,  2009).  For  a  static 
middle-ear simulation, for example, interesting response measures might be the umbo displacement or 
the complete spatial displacement pattern of the eardrum. Response features might be the maximum 
displacement  on  the  eardrum,  or  the  location  of  that  maximum,  or  the  ratio  of  the  maximum 
displacement to the umbo displacement. For a dynamic linear model, response measures could be the 
magnitudes and phases of the frequency response at multiple frequencies, and response features might 
be the average low-frequency magnitude and the frequency of the lowest resonance.

A validation metric quantifies the difference between a response measure or feature as produced by 
the model and the same measure or feature as measured experimentally. Obviously the available choice 
of  metrics  depends on what  experimental  data  are  available.  There are  many ways of formulating 
validation metrics, including correlations and sums of differences. It is desirable to have a relatively 
small number of metrics, for ease of interpretation and decision making. If one is interested in matching 
the shape of a frequency-response function, rather than using the frequency-by-frequency differences 
between simulated and measured magnitudes, one might use the means of the squared differences over 
selected frequency bands, or frequency shifts between simulated and measured resonance frequencies.
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Whether  the  model  matches  the  experimental  data  well  enough depends  on  the  purpose  of  the 
modeling. In general one wants some confidence that the modeling approach can be trusted to make 
predictions beyond the specific details of the model and experiment for which the validation is done, 
but this is a difficult matter of judgment. (Obviously one must always keep in mind the ranges of 
frequency, load, and displacement for which the underlying assumptions of the model are valid.)  If it is 
decided that the match is not good enough, then either the model or the experiment may be revised and 
refined. Revision of the model (model updating) may involve not only the computational model itself 
(parameter fitting) but also the underlying conceptual model (choices of what physical phenomena to 
include) and mathematical model (how the physical phenomena are formulated).

7.4.4 Uncertainty Analysis

Uncertainty analysis has two related purposes: (1) to characterize the uncertainty of a model’s output; 
and (2) to determine which model parameters are mainly responsible for that uncertainty (sensitivity 
analysis). The amount of uncertainty in the output is important because it gives insight into how much 
faith to put in conclusions based on the simulation results and how much weight to give them when 
making decisions. If a model predicts a 50% improvement in some clinical outcome, but the model 
uncertainty is  ± 70%, clearly the model  will  not  be used to  try to  influence a  clinician’s  practice. 
Sensitivity analysis, that is, determining which parameters account for most of the output uncertainty, is 
important because it gives guidance in deciding how to try to improve the model. The improvement can 
be made either by adjusting parameter values or, preferably, by obtaining better  a priori estimates of 
the parameter values. If a model is very sensitive to a particular parameter then that parameter is a good 
candidate for additional experimental efforts to determine its value. On the other hand, if a model is 
insensitive to a parameter then that parameter can just be fixed and attention can be directed elsewhere.

Sensitivity analysis is discussed in terms of a parameter space. If a model has three parameters, then 
it has a 3-D parameter space. If it has  k parameters then it has a  k-dimensional parameter space. For 
each parameter there will be a best-guess estimate for its value (the  baseline value), plus a range of 
values that it might reasonably have, and perhaps a probability distribution of values within that range 
or some other characterization of the possible values (e.g., Helton et al., 2006). Some parameters may 
have much narrower ranges of likely values than others. For a soft biological tissue, for example, which 
is mostly water,  the mass density parameter is known to within a much smaller tolerance than the 
stiffness parameter.

To  estimate  the  uncertainty  of  a  model,  one  should  ideally  run  simulations  for  all  possible 
combinations of many different values of every parameter, to see how the model output changes. If one 
uses n different values of each of k parameters, one would need nk simulations. If there are, say, four 
parameters, and one uses only the minimum, best-guess and maximum value for each, then already 
34 = 81 different simulations are needed. This is the full-factorial method of choosing combinations of 
parameter values, and it quickly becomes impractical for the numbers of parameters often encountered, 
for  a  reasonably  generous  number  of  values  per  parameter,  and  particularly  when  the  model  is 
computationally expensive, which finite-element models often are.

It  is  therefore  desirable  to  reduce  the  number  of  parameter  combinations.  The  most  common 
approach is the one-at-a-time method: first one parameter is varied over its range with all of the other 
parameters at their baseline values, then that parameter is returned to its baseline value and a second 
parameter is varied, and so on. This approach certainly reduces the number of simulations, but its great  
drawback is its failure to provide any information about parameter interactions. For example, suppose 
that when parameter  a is  at  its  baseline value then increasing parameter  b from its  baseline value 
increases the model output, but that when a has some other value then increasing b actually decreases 
the  model  output.  This  is  an  interaction  between  the  two  parameters.  Such  interactions  are  not 
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uncommon in complex systems and obviously they will have a substantial impact on the uncertainty of  
the model’s behavior.

Clearly it  is necessary to obtain a more complete sampling of points in the parameter space.  A 
distinction  can  be  made  between  preliminary  screening  analyses  and  more  complete,  quantitative 
analyses. A number of strategies have been used for selecting the points, such as random sampling, 
quasi-random  sampling,  importance  sampling,  Latin  Hypercube  sampling,  and  the  Morris  (or 
elementary-effects) method (e.g., Helton et al., 2006). Campolongo et al. (2011) describe a strategy that 
involves doing multiple one-at-a-time parameter variations. Thus, a modeler can do the usual one-at-a-
time analysis around the baseline parameter values; then do a few more one-at-a-time analyses around 
other points to obtain screening information about interactions; and then do a larger number of one-at-
a-time analyses (perhaps with some parameters omitted) for a full quantitative result.

The actual results of an uncertainty analysis may simply be visualized, for example, as scatter plots, 
or they may be subjected to sophisticated statistical machinery (e.g., Helton et al., 2006).

7.4.5 Parameter Fitting

7.4.5.1 Introduction

Parameter fitting is part of model updating, and consists of trying to find the set of parameter values 
that causes a model to best fit some experimental data. It is also known as parameter identification or  
model  calibration;  some  authors  have  used  the  term “model  validation”  but  that  term  should  be 
reserved for the broader activity described in Section 7.4.3. Parameter fitting is usually preceded by a 
sensitivity analysis to provide insight into which parameters are most important for the fitting. For a 
small  number  of  parameters  it  may  be  feasible  to  try  to  find  the  best  fit  by  manually  adjusting 
parameters, but it is often necessary to use some algorithmic approach. This involves two steps: choice 
of  a  cost  function (Section 7.4.5.2)  and  the  actual  algorithm  for  minimizing  that  function 
(Section 7.4.5.3).

Before these two issues are addressed, it is important to mention the strategy of trying to reduce the 
number  of  parameters  by  using  different  pathological  or  experimental  conditions.  For  example, 
Zwislocki  (1957)  exploited  the  pathological  conditions  of  otosclerosis  and  of  an  interrupted 
incudostapedial joint to simplify his middle-ear circuit models. Experimentally, methods that have been 
used for  the  middle  ear  include removing structures  (e.g.,  Wever  & Lawrence,  1954 pp.  124 ff.); 
blocking the motion of the stapes (e.g., Margolis et al., 1978) or malleus (e.g., von Unge et al., 1991); 
and draining the liquid from the cochlea (e.g., Lynch et al., 1982). (The second of these should perhaps 
be worded as “attempting to block” because it is not always easy to produce the desired easy-to-model 
effect  (e.g.,  Ladak  et  al.,  2004).)  This  approach  involves  the  assumption  that  the  effects  of  the 
remaining parameters  are  not  affected by the  experimental  change.  This  is  particularly serious  for 
lumped-parameter models—draining the cochlea, for example, may change the mode of vibration of 
the stapes, thereby changing its effective inertia and the effective stiffness of the annular ligament. The 
problem may also be present, to a lesser extent, in finite-element models. 

7.4.5.2.Cost Function

For most minimization algorithms, the cost function to be minimized must be a single number, so for a 
particular model the various validation metrics of interest must be combined together, often as some 
sort of weighted average. In the best possible scenario, a cost minimum will be found such that all of 
the validation metrics have very small values. In real life, however, the minimum may correspond to 
parameter values that make some of the metrics very good and others very bad, so the formulation of a 
cost function will be a delicate matter.

11



Funnell, Maftoon & Decraemer – Modeling of Middle-Ear Mechanics

There is a family of multiobjective minimization algorithms (e.g., Erfani & Utyuzhnikov, 2011) that 
address the existence of multiple,  conflicting cost functions.  They do so by producing a family of 
solutions rather than a single solution, so the final decision is left to the user. The delicate decision 
making is thus done at the end rather than at the beginning of the process.

7.4.5.3 Minimization Algorithms

One can visualize the minimization problem for two parameters as searching for the lowest point on a 
response surface, with the x and y coordinates corresponding to the parameter values, and the z value 
(height) corresponding to the value of the cost function. The brute-force method of minimization is just 
to calculate the cost function at closely spaced points over the whole surface, but this is impractical for 
more than a few parameters or for any but the simplest cost functions. When evaluation of the cost 
function depends on running a high-resolution dynamic finite-element simulation, and especially if it is 
nonlinear, then each exploratory step is expensive.

As a result, various strategies have been devised to try to reduce the number of parameter-value 
combinations that must be tried. A major problem is the distinction between the global minimum of a 
function and possible local minima. The minimization strategy may appear to have found a minimum, 
but it may be just a small valley on a high plateau, with a much lower minimum in some region that has 
not been explored. The most common approach to this problem is to try the minimization algorithm 
multiple times from multiple starting points. Another problem is in deciding what step sizes to use 
when varying parameters. If the step size is too large, some narrow deep valleys may be missed, but 
excessively small step sizes will be impractically time consuming. One family of strategies attempts to 
continuously adapt the step size to the shape of the surface in the immediate vicinity.

There  are  many  minimization  algorithms  available,  and  they  continue  to  multiply.  One  major 
subdivision is between those that require an explicit formulation of the derivative of the cost function 
with respect to each parameter, and those that do not. For models of any complexity, it is much easier if 
one does not need explicit derivatives, but the price is generally increased computational time. Another 
major  division  is  between deterministic  algorithms,  which  use  some sort  of  sequential  strategy to 
patiently seek locations with lower cost,  and stochastic algorithms, which use a shotgun approach. 
Marwala (2010) compares a variety of minimization algorithms for finite-element model updating.

7.4.5.4 Discussion

Parameter  fitting in general is  difficult,  and becomes dramatically more difficult  as the number of 
parameters increases, so it is highly desirable to reduce the number of uncertain parameters, and to 
understand which parameters have the largest impacts. If a fitting algorithm fails to find an acceptable 
fit for a given model and set of parameter ranges, it  may be that no acceptable fit exists, but it is  
possible that the algorithm has missed it.  A fitting algorithm may also fail to recognize a situation  
where there are many combinations of parameter values that give equally good results.

Compared with models of artificial systems, models of natural systems are likely to have much more 
parameter variability and uncertainty, and modelers are likely to rely more on parameter fitting than on 
the rest of the validation process as defined at the beginning of Section 7.4.3. Another point about 
models of natural systems is that there may be considerable uncertainty about the geometry as well as 
about material properties. It is important to keep in mind that the predictive power of a model is likely 
to be much reduced if  its parameters have had to be fitted to obtain agreement with the available  
experimental data. 

Extensive parameter fitting tends to negate the whole philosophy of finite-element modeling. This is 
particularly true if parameter values are set without regard to physiologically plausibility. For example, 
in the absence of a specific rationale to the contrary, all ligaments in a model should have the same 
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material properties. If it is necessary to give them different properties to fit specific experimental data, 
then something is wrong somewhere.

Ideally, modelers should be blind to the specific experimental data that will be used to validate their 
model (ASME, 2006, p. 7), so as to strengthen confidence in its predictive power. For example, Funnell 
and Laszlo (1978) claimed that their model structure and material properties were established a priori, 
but since there was no formal blinding of the modelers to the experimental data, one cannot be sure that 
there was not some bias, unconscious or otherwise, in the definition of the model. Such blinding is not 
often practical, but it can at least be acknowledged as an ideal.

7.5 Models of the Outer and Middle Ear

7.5.1 Summary of Modeling Approaches

The interconnections of the various anatomical units of 
the outer, middle, and inner ear may be represented as 
in Figure 7.4. Three of the blocks are in the form of 
two-port  networks.  All  sound  energy  must  flow 
through  the  first  block,  which  stands  for  whatever 
portion  of  the  external  ear  lies  between  the  sound 
source and the middle ear itself.  The energy leaving 
this  block  must  pass  through  the  eardrum  into  the 
middle-ear cavities. In the process some of the energy 
enters  the  ossicular  chain,  whence it  passes  into the 
cochlea.

The sections that follow will provide summaries of how the five major blocks have been modeled, 
generally starting with circuit models and ending with finite-element models. Figure 7.5 is a pastiche of 
most of the circuit models that have been described in the literature, organized in blocks corresponding 
to those in Figure 7.4. No single published model has included so many components, but the figure 
gives an idea of the potential complexity. Many of the groups of components in the figure are common 
to more than one published model. Two noteworthy features are the three-piston eardrum model of 
Shaw and  Stinson  (1986)  and  the  multipart  air-cavity  model  of  Onchi  (1961);  both  of  these  are 
mentioned again below. Most authors have established the structures of their  models based on the 
mechanical  structure  of  the  system,  but  Wever  and  Lawrence  (1954,  pp.  394  ff.)  established  the 
simplest model structure that they could find that would fit their data, and then treated the relationships  
between model elements and anatomical structures as being “of course a matter of conjecture”.
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Figure 7.4: Block diagram of the ear canal, middle ear, 
and cochlea.

Figure 7.5: Circuit model of outer, middle, and inner ear, organized into the same major blocks as shown 
in Figure 7.4. This figure combines features from a variety of published circuit models.
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There are places in circuit models where it is strictly required to put ideal transformers, both to 
represent transitions between acoustical and mechanical parts of a system, and to make explicit the 
various lever mechanisms of the middle ear. In practice either they can be included explicitly, or their 
effects can be absorbed into the parameter values. In the discussions here, specific circuit parameter 
values will not be given in any case, because they vary considerably from species to species and from 
individual to individual, and according to the structure selected for the model and the data used to 
estimate the parameters.

Most models are parametric, although Teoh (1996, p. 132) effectively used a nonparametric model 
of the pars tensa, ossicular chain and cochlea, in combination with parametric models of the other parts 
of the system.

In discussions of middle-ear function in terms of analogous electrical circuits, it  is important to 
know the frequency range over which it is legitimate to use lumped-parameter models. For example, 
Beranek (1954) says that for a closed tube to be modeled by a capacitor, the length (in meters) must be 
less than 30/f (where f is the frequency in Hz) for an error of 5%. For a length of, say, l0 mm, which is 
typical of the middle ear, this constraint corresponds to an upper frequency limit of 3 kHz, which is 
rather low. Note, however, that an error of 5% corresponds to only 0.5 dB. If one can accept an error at 
the highest frequency of l dB, the upper frequency limit can be extended to over l0 kHz. An acceptable 
error of 2 dB means an upper limit of almost 15 kHz.

The middle ear is linear up to sound pressures of at least l20 or l30 dB SPL (e.g., Guinan & Peake, 
1967). Linearity will be assumed here for responses to sounds but not for responses to large quasi-static 
pressures.

7.5.2 Ear Canal

At low frequencies the ear canal can be modeled as a simple rigid-walled cavity characterized just by 
its volume. In a circuit model, this can be corrected for in the experimental data (e.g., Zwislocki, 1957) 
or it can be explicitly represented by just a single capacitance. At higher frequencies the wavelength 
starts to become comparable to the canal length and standing-wave patterns start to form along the 
canal.  As a first  approximation this can easily be modeled as a single mass-spring combination to 
produce the first natural frequency (e.g., Onchi, 1949, 1961) or the canal can be modeled analytically 
as a uniform transmission line (Wiener & Ross, 1946). A one-dimensional modified horn equation can 
be  used to  model  the effects  of  the nonuniformity of  the transverse  canal  dimensions  (Khanna & 
Stinson, 1985) as well as the effect of the distributed acoustical impedance of the eardrum (Stinson & 
Khanna,  1989).  Such effects  have  also  been approached using  coupled  mechanical  and  acoustical 
finite-element models. For example, Koike et al. (2002) compared effects of a more or less realistic  
canal shape (curved, but with drum not tilted in a realistic way) with those of a simple cylindrical canal. 
At 7 kHz, variation of pressure across drum was less than 2 dB.

At even higher frequencies, the wavelength becomes comparable to the transverse canal dimensions 
and the pressure starts to be nonuniform across the canal (e.g., Stinson & Daigle, 2005). At very high 
frequencies, the precise orientation and shape of the canal termination at the eardrum also become 
important.  Rabbitt  and Holmes  (1988)  modeled  this  analytically  using  asymptotic  approximations. 
Tuck-Lee et al. (2008) used a special adaptive finite-element approach to facilitate the calculations for 
high frequencies. In a finite-element model of the human ear canal, Hudde and Schmidt (2009) found 
acoustical  modes  that  raise  interesting  questions  about  the  notion  of  a  midline  axis  that  is  often 
assumed in canal modeling.

Although Tuck-Lee et al. (2008) did allow for some absorption in the walls of the canal and cavities, 
most models of the canal have assumed that its walls are effectively rigid. It appears that this is not a 
reasonable approximation in human newborns. For the newborn human canal, in which the bony canal 
wall has not yet formed, Qi et al. (2006) found that the response of a hyperelastic finite-element model  
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to large static pressures (as used in tympanometry) is strongly affected by the flexibility of the canal 
wall. Preliminary results indicate that this is also true of the response to auditory frequencies (Gariepy,  
2011).

Most ear-canal modeling has treated the common experimental situation in which the sound source 
is characterized by sound-pressure measurements with a probe microphone in the canal. Small probe 
tubes can have significant effects in some circumstances (e.g., Zebian et al., 2012). In modeling the 
response of the ear to free-field sound with the microphone outside the canal, it is necessary to take into 
account  the  shape  of  the  pinna  (e.g.,  Hudde  & Schmidt,  2009)  and  perhaps  even  the  shape  and 
dimensions of the whole head.

7.5.3 Air Cavities 

In  some  species,  the  middle-ear  air  cavities  include  multiple 
chambers  with  relatively  narrow  passages  between  them  (see 
Rosowski,  Chapter  3).  Circuit  modeling of  the cavities  for any 
given  species  is  relatively  straightforward:  identify  the  distinct 
chambers, associate each one with a capacitor, and associate the 
passages  between  the  chambers  with  series  R-L  branches. 
Figure 7.6  shows  a  model  with  one  main  chamber  and  one 
secondary  chamber.  The  capacitance  values  can  be  calculated 
from the chamber volumes. The resistance and inductance values 
will often be determined from measured frequency characteristics 
because the estimation of R and L parameters for short  narrow 
tubes  is  an  approximate  business  at  best  (e.g.,  Beranek,  1954, 
Chapter  5)  and  the  intercavity  passages  are  more  irregularly  shaped  than  simple  tubes.  The 
interconnected chambers will introduce resonances. Since the capacitances are known, the inductances 
can be estimated from the resonance frequencies, and the resistance can then be estimated from the 
width and sharpness of the resonance.

For the human, Cb1 represents the tympanum and epitympanum, while Cb2 represents the mastoid 
antrum and air cells. Although the air cells have a complex form and could be more accurately modeled 
(Onchi, 1961), it is probably sufficient simply to include their volume with that of the antrum because 
at high frequencies, where their form is more critical, the increasing reactance of Lb2 will tend to isolate 
them from the tympanum (Zwislocki, 1962). In the cat, Cb1 and Cb2 represent the ectotympanic and 
entotympanic cavities, respectively (Møller,  1965; Peake & Guinan, 1967). In the guinea pig, they 
represent the tympanum and epitympanum, respectively (Funnell & Laszlo, 1974). In the rabbit there is 
only one cavity (Møller, 1965). Zwislocki (1962) added an extra resistor for energy absorption in the 
tympanic cavity, Eustachian tube and mastoid air cells but did not find it necessary for the guinea pig 
(Zwislocki, 1963).

The finite-element model of Gan et al. (2006) included an explicit model of the middle-ear cavities 
as well as of the canal, but the sound-pressure differences between locations within the cavities were 
very small at frequencies up to 10 kHz, the maximum frequency considered. As mentioned previously 
for the canal, Tuck-Lee et al.  (2008) used a special algorithm for the air cavities; they also used a 
special  approach  (involving  perfectly  matched  layers)  for  modeling  the  common  experimental 
condition of opened air cavities, avoiding the need for explicitly modeling the infinite (or at least very 
large)  surrounding  air  space.  Their  analysis  of  the  effects  of  having  two  cavities  communicating 
through a small opening supported previous suggestions (Puria, 1991; Huang et al., 2000) that this 
configuration in the cat avoids a notch in the frequency response at around 10 kHz that could interfere 
with acoustic cues used for sound localization.
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Figure 7.6:  Circuit  model  for  middle-ear 
cavities with one main chamber (Cb1), one 
secondary  chamber  (Cb2),  and  a  narrow 
passage between them (Rb2 and Lb2).
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In the living animal, the middle-ear cavities are criss-crossed by mucosal strands and folds, some of 
them carrying blood vessels or nerves or even connective-tissue fibers (e.g., Palva et al., 2001). Their  
possible acoustical effects have never been investigated but are assumed to be small.

7.5.4 Eardrum 

7.5.4.1 Helmholtz vs. von Békésy

The first attempted quantitative model of eardrum function was the “curved-membrane” hypothesis of 
Helmholtz (1868). This was a distributed-parameter analytical model that depended critically on the 
curvature of the eardrum. It also made use of anisotropy, assuming differences between the radial and 
circumferential directions. The model was later elaborated by Esser (1947) and by Guelke and Keen 
(1949), and an error in Helmholtz’ calculations was pointed out by Hartman (1971). In the meantime, 
however,  von Békésy (1941)  had  made capacitive-probe measurements  of  eardrum vibrations  and 
described the eardrum as vibrating, at frequencies up to about 2.4 kHz, “as a stiff surface along with the 
manubrium” with a very flexible region around the periphery.  This view of the eardrum, as being 
mostly a rigid structure tightly coupled to the malleus, dominated subsequent modeling for many years.

7.5.4.2 Lumped-Parameter Models

In the circuit model of Onchi (1949, 1961), the human eardrum was represented by a single mass 
attached by springs to the tympanic annulus and to the manubrium. Zwislocki (1957) represented the 
human eardrum with two parts, one branch in parallel with the ossicular chain, corresponding to “the 
compliance  and the  resistance  of  the  eardrum … when the  ossicular  chain  is  rigidly fixed”  (with 
negligible inertia) and a second branch in series with the ossicular chain, corresponding to “the portion 
of the eardrum that may be considered rigidly coupled to the malleus” (and incorporating the effect of 
the middle-ear air cavity). The first branch allows sound energy to pass through the eardrum directly 
into  the  middle-ear  air  cavities  without  driving  the ossicles.  Møller  (1961) represented  the  human 
eardrum in essentially the same way. Zwislocki (1962) refined his model by adding an inductor to 
represent eardrum mass. For higher frequencies where ‘the eardrum vibrates in sections’ he suggested 
that “a transmission line would probably constitute the best analog” but he confined himself to adding 
an empirically chosen series resistor-capacitor  combination in parallel  with the inductor.  The extra 
resistor and capacitor were not found necessary for the guinea pig (Zwislocki, 1963).

Møller (1965) modeled the cat and rabbit eardrum as a single branch in parallel with the branch 
representing the ossicular chain and cochlea, with the part of the eardrum tightly coupled to the malleus 
being implicitly included in the latter branch. The detailed nature of each branch was not specified. 
Peake and Guinan (1967), in their model for the cat, did not find it necessary to include a parallel  
branch for the eardrum.

In the early 1970s, eardrum vibration-pattern measurements by laser holography made it clear that 
the mode of eardrum vibration described by von Békésy was incorrect (Khanna & Tonndorf, 1972). 
Even at low frequencies, no part of the drum acts like a rigid plate. In recognition of this new evidence,  
and with the goal of extending eardrum circuit models to higher frequencies, Shaw and Stinson (1983) 
reinterpreted the nature of the two eardrum “piston” components, associating them with (1) the small 
part rigidly coupled to the manubrium and (2) all of the rest of the eardrum. They also added an explicit 
coupling element between the two parts. They later refined the model further by adding a third “piston” 
(Shaw & Stinson, 1986). Kringlebotn (1988) did not include multiple branches for the eardrum itself 
but did include a parallel branch after the series branch, to represent coupling between the eardrum and 
the manubrium. A branch was also included to represent the suspension of the eardrum at the tympanic 
annulus; this will be mentioned again in Section 7.5.4.4. In an attempt to deal with higher frequencies, 
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Puria  and  Allen  (1998)  presented  a  delay-line  model  of  the  eardrum;  it  was  further  explored  by 
O’Connor and Puria (2008) and extended by Parent and Allen (2007, 2010).

Lumped-circuit models of the eardrum continue to be useful in some applications. For example, 
Teoh et al. (1997) made good use of such a model to elucidate the effects of the large pars flaccida of 
the gerbil eardrum. Two-port models have also been used productively (e.g., Shera & Zweig, 1991; 
O’Connor & Puria, 2008). Such models are particularly appropriate for describing experimental data 
that describe eardrum behavior by a single number such as umbo displacement or, especially, acoustical 
impedance. However, it is clear that lumped models cannot model the spatial vibration patterns of the 
eardrum, nor can they address questions arising from those patterns.

7.5.4.3 Analytical Models

To address spatial patterns of the eardrum, in addition to the work by Esser (1947) and Guelke and 
Keen (1949) mentioned in Section 7.5.4.1, analytical models were formulated by Frank (1923), Gran 
(1968,  Chapter  2),  and  Wada  and  Kobayashi  (1990),  but  all  were  forced  to  make  many 
oversimplifications,  including  the  critical  one  of  taking  the  eardrum  as  flat  rather  than  conical. 
Asymptotic analytical models have been more successful (Rabbitt & Holmes, 1986; Fay, 2001) and are 
mentioned again later. Goll and Dalhoff (2011) recently presented a 1-D string model of the eardrum 
that can be viewed as a distributed variant  of the lumped delay-line models mentioned in  Section 
7.5.4.2.

7.5.4.4 Finite-Element Models

In direct response to the new holographic spatial-pattern data of Khanna and Tonndorf (1972), the 
finite-element method was applied to the middle ear, with particular attention to the eardrum (Funnell 
&  Laszlo,  1978;  Funnell,  1983).  These 3-D  models  were  based  on  a  review  of  the  anatomical, 
histological, and biomechanical nature of the eardrum (Funnell & Laszlo, 1982). All of the mechanical 
parameters  except  damping  were  based  on  a  priori estimates,  so  very  little  parameter  fitting  was 
required.  (The possibility of  doing this  is  one  of  the strengths  of  the  finite-element  method.)  The 
displacement patterns and frequency responses calculated with these models were qualitatively similar 
to those observed experimentally by Khanna and Tonndorf (1972).

These  first  finite-element  models  were  for  the  cat  middle  ear  because  of  the  high-quality 
experimental data that were available. Subsequently, Williams and Lesser (1990) published a finite-
element model of the human eardrum and manubrium, but the ossicular chain and cochlea were not 
modeled, and the model did not produce reasonable natural frequencies with realistic parameters. Wada 
et al. (1992) published the first model of the human middle ear that included both the eardrum and the 
ossicles. See Volandri et al. (2011) for a recent survey of finite-element models of the human eardrum. 
In many of these models, values for many of the parameters were established by fitting the model 
behavior  to  specific  experimental  data,  rather  than  by  a  priori estimates.  In  models  with  many 
parameters, unless the fitting is done very carefully and with very good data, it can lead to parameter  
values that  have questionable physical significance.  It  has happened, when published models were 
revised  somewhat  or  compared  with  different  data,  that  some of  the  material-property parameters 
changed dramatically with no rationale other than data fitting.

The 3-D shapes of the eardrum in these early models were qualitatively based on rather imprecise 
and  coarse  shape  measurements  (e.g.,  Kojo,  1954;  Funnell,  1981). Representing  the  shape 
parametrically (Funnell & Laszlo, 1978) made it possible to evaluate the effects of changing both the 
depth of the cone and the degree of curvature; Rabbitt and Holmes (1986) represented the shape with a 
function  describing  the  deviation  from a  conical  shape. Much better  shape  measurements  became 
available  later  using  moiré  topography  (Dirckx  et  al.,  1988),  and  a  method  was  developed  of 
incorporating the measurements directly into finite-element models (Funnell & Decraemer, 1996). Both 
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these results and the earlier parametric studies showed that 3-D eardrum shape has a significant effect 
on the behavior of middle-ear models, indicating the importance of good shape measurements and of 
models that reflect those measurements. Beer et al. (1999) used a parameterized shape based on 40 
points measured with a scanning laser microscope as described by Drescher et al. (1998). Sun et al. 
(2002a, 2002b) based their model geometry on serial histological sections, but this is problematic for 
the shape of a very delicate structure such as the eardrum, which is very vulnerable to distortion during 
histological processing. Fay et al. (2005, 2006) assumed a conical shape near the manubrium and a 
toroidal shape near the annulus, fitted to the moiré data of Funnell and Decraemer (1996).

The eardrum thickness in the early models either was assumed to be constant or was made variable 
to correspond to the rather coarse observations that were available, such as the measurements at ten 
locations on histological sections by Uebo et al. (1988). The best thickness measurements so far have 
been done using confocal microscopy for cat and gerbil (Kuypers et al., 2005a, 2005b) and later for 
human (Kuypers et al., 2006), and they have started to appear in finite-element models (Tuck-Lee et al., 
2008 for cat; Maftoon et al., 2011 for gerbil).

Kringlebotn (1988), Wada et al. (1992), and Williams et al. (1996) all included a spring term at the 
boundary of the eardrum. However, experimental measurements seem to indicate that the drum can be 
thought of as having zero displacement at the boundary (e.g., Gea et al., 2009) and the thickness of the 
fibrocartilaginous ring is so much greater than that of the drum that its displacements can be expected 
to be much smaller. The need for nonzero displacements at the boundary may result from inadequacies 
in the model, such as inappropriate eardrum curvature or rigid ossicular joints. It is true, however, that  
the drum thickens gradually toward the boundary, and the fibrocartilaginous ring itself tapers down 
(albeit rapidly) to the thickness of the drum, so the question of the boundary condition depends on 
exactly where the boundary is taken to be.

In most species, the eardrum and malleus are tightly connected together along the whole length of 
the manubrium, but in the human ear this is not the case. The soft connection in the middle region of  
the manubrium has been explicitly modeled (Koike et al., 2002; Sun et al., 2002b) but does not appear 
to make much difference.

7.5.4.5 Layers and Fibers

In many models  the eardrum has  been assumed to  be uniform throughout  its  thickness  and to  be 
isotropic. This has been in spite of ultrastructural observations suggesting both nonuniformity, because 
of the layered structure of the eardrum, and anisotropy, because of highly organized fiber orientations 
(e.g.,  Lim,  1995).  (Note  that  Schmidt  and  Hellström  (1991)  described  the  fiber  layers  as  being 
somewhat different in the guinea pig than in rat and human.) It has also often been assumed that there  
is negligible resting tension in the eardrum. It is still not clear how acceptable these assumptions are;  
certainly anisotropy, for example, can have significant effects (e.g., Funnell & Laszlo, 1978).

The mechanical properties of the eardrum will depend on the mechanical properties of the fibers and 
of the ground substance in which the fibers are embedded; on the numbers, orientations, and packing of 
the fibers; on the mechanical coupling between the fibers and the ground substance; and on the variable 
thicknesses  of  the  different  layers.  Rabbitt  and  Holmes  (1986)  included  these  features  in  their 
asymptotic analytical model. They pointed out that the anisotropic arrangement of the fibers may lead 
to more anisotropy in the in-plane (membrane) mechanical properties than in the transverse (bending) 
mechanical properties. It is important to keep this in mind when interpreting the results of different 
methods for measuring eardrum mechanical properties. Fay et al. (2005, 2006) also took the layers, 
fibers,  and variable  thicknesses  into  account.  They emphasized  the  gradual  transition  from a  very 
flexible, nearly isotropic region near the annulus to a stiffer, anisotropic region near the manubrium.

Finite-element modeling has been done of the effects of holes in the eardrum (Gan et al.,  2006, 
2009), and a model of the effects of slits in the drum has been used to address the relative contributions 
of the radial and circular fibers (Tuck-Lee et  al.,  2008). They discussed the apparent need in their 

18



Funnell, Maftoon & Decraemer – Modeling of Middle-Ear Mechanics

model for a shear stiffness that is higher than might be expected for a material for which the stiffness is  
assumed to arise primarily from stiff parallel fibers. However, there is still much to be learned about the 
biochemistry and mechanics of collagenous materials, and of the eardrum in particular (e.g., Broekaert, 
1995; Buehler, 2008).

As noted previously (Funnell & Laszlo, 1982), the outermost layer of the epidermis, the stratum 
corneum, is  thin but  very dense and it  may have some effect on the mechanical  properties of the 
eardrum. Yuan and Verma (2006) reported Young’s moduli for the stratum corneum that are comparable 
to some estimates for the eardrum fiber layers, and the thicknesses of the two layers in the eardrum 
may also be comparable.

7.5.5 Ossicular-Chain Models

7.5.5.1 Lumped-Parameter Models

Circuit  models  of  the  ossicular  chain  generally  include  mass  (inductor)  elements  for  the  malleus 
(possibly including the tightly coupled part of the eardrum), incus, and stapes. As a first approximation 
the malleus and incus are considered to rotate about an axis joining the anterior mallear* and posterior 
incudal processes, so the mass term actually represents the moment of inertia of the bones as they move 
about that axis. If the stapes is considered to move like a piston, then its mass term actually corresponds 
to its mass, but if it is considered to rotate about one part of the annular ligament (e.g., Møller, 1961),  
then its mass term corresponds to a moment of inertia.

A circuit model may include spring (capacitor) elements corresponding to the suspensory ligaments 
(and possibly the tensor tympani and stapedius muscles) and to the malleus-incus (incudomallear) and 
incus-stapes (incudostapedial) joints. If one of the joints is considered to be rigid, then the capacitor is 
omitted and the inductors corresponding to the two ossicles can be combined. For example, for the 
human ear, Møller (1961) and Peake and Guinan (1967) included flexibility of the incudomallear joint, 
but Zwislocki (1957, 1962) did not. The guinea pig malleus and incus are actually fused together so no 
joint  is  required  (Zwislocki,  1963).  None  of  these  early  models  included  flexibility  of  the 
incudostapedial joint.

Damping  elements  (resistors)  are  included  in  various  places  to  represent  energy  dissipation. 
Sometimes they are associated with inductors and sometimes with capacitors; the latter seems more 
appropriate.

The effects of the tensor tympani and stapedius muscles were represented explicitly by Onchi (1949, 
1961), but more often they have been represented by changes in the elasticities and resistances of the 
branches representing the malleus and the stapes. Although it is possible that the muscles affect the 
effective masses of the ossicles, for example, by modifying the rotational axis of the malleus and incus, 
such effects are probably secondary to the changes of elasticity and resistance.

One  disadvantage  of  circuit  models  is  that  their  parameter  values  may need  to  be  changed  to 
accommodate  changes  in  modes  of  vibration  because  of  frequency,  muscle  contractions,  different 
applied loads, or other effects. This greatly limits their predictive power. As is the case for the eardrum, 
however,  both circuit  models  (e.g.,  O’Connor & Puria,  2008) and two-port  models  (e.g.,  Shera & 
Zweig,  1992a,  1992b)  of  the  ossicular  chain  continue  to  have  value  as  concise  representations  of 
experimentally observed phenomena. 

* The adjective corresponding to ‘malleus’ is ‘mallear’ (cf. Latin adjective ‘mallearis’), not ‘malleal’ as sometimes seen, 
and certainly not ‘malleolar’, which is the adjective for ‘malleolus.’
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7.5.5.2 Distributed-Parameter Models

Early finite-element modeling of the middle ear concentrated on the eardrum because its inherently 
distributed nature represented the weakest part of available lumped-parameter middle-ear models. In 
these models the axis of rotation was taken as fixed (e.g., Funnell & Laszlo, 1978; Wada et al., 1992). 
Distributed models of the ossicles, ligaments, and muscles were needed, however, to cope with changes 
of vibration mode such as those resulting from muscle contractions (e.g., Pang & Peake, 1986), and the  
need  became even  more  clear  as  it  became more  and  more  obvious  that  the  3-D motions  of  the 
ossicular chain are very complex, with the position of the ossicular axis of rotation varying greatly with 
frequency and even within one cycle (e.g., Decraemer et al., 1991).

Eiber and Kauf (1994) described a model in which the ossicles were represented as distributed rigid 
bodies but the ligaments and joints were represented by lumped-parameter springs and dashpots. Hudde 
and  Weistenhöfer  (1997)  described  a  model  based  on  a  3-D  generalization  of  circuit  modeling, 
combining  some  features  of  the  two-port  and  rigid-body  approaches.  These  kinds  of  models  are 
intermediate between circuit models and finite-element models. (The finite-element method can also 
incorporate perfectly rigid bodies by the use of “master” and “slave” degrees of freedom (e.g., Funnell, 
1983), thus reducing the computational cost when parts of the model are assumed to have negligible 
deformations.)

A finite-element model of the cat middle ear was developed based on a 3-D reconstruction from 
serial histological sections (Funnell & Funnell, 1988; Funnell et al., 1992), with 20-µm sections and 
every second one used.  Complete  models of three different human middle ears were created from 
histological sections by Gan’s group (Gan et al., 2004; Gan & Wang, 2007). The usual practice was 
followed  of  cutting  20-µm  sections  and  using  only  every  tenth  one,  which  of  course  limits  the 
resolution for small  structures.  Much higher resolution was obtained by cutting 1-µm sections and 
using every one (Funnell et al., 2005), but this was feasible only for a small portion of the middle ear.

Finite-element models of the ossicles have also been based on magnetic-resonance microscopy (e.g., 
Van Wijhe et al., 2000) and X-ray microCT (e.g., Hagr et al., 2004). Other 3-D middle-ear models that 
could be adapted to finite-element modeling have been created recently, based on histology (Wang et 
al., 2006; Chien et al., 2009) and OPFOS (Buytaert et al., 2011).

Illustrating the complementary nature of the different types of data, Elkhouri et al. (2006) created a 
model  of  the  gerbil  middle  ear  based  primarily  on  magnetic-resonance  microscopy data,  but  used 
microCT data for some small bony features, histological data to clarify some even smaller features, and 
moiré data for the shape of the eardrum. Although MR imaging distinguishes soft tissues better than 
X-ray CT does, it is possible to identify and model soft tissues with the latter (e.g., Sim & Puria, 2008;  
Gea et al., 2009).

Even when detailed 3-D models of the ossicles were used, the shapes of the ligaments have often 
been very approximate. The annular ligament in particular, being so narrow, has often been represented 
by some  number  of  springs  whose  stiffnesses  were  estimated  either  by using  its  dimensions  and 
assumed material properties or by fitting to experimental data.

So far this section has focused on the generation of geometry for models of the ossicular chain. In 
terms of mechanics, a few examples will now be given of the kinds of issues that cannot be addressed 
with lumped-parameter models. To begin with, it is interesting to note that although in circuit models of 
the ossicular chain the incudostapedial joint has often been omitted, it must be present in some form in 
3-D models because it represents the place where the (more or less) rotational motions of the malleus 
and incus are converted into the (more or less) translational motion of the stapes. Having a rigid joint  
would cause a very unphysiological constraint. The incudomallear joint, on the other hand, can be and 
often is omitted from both circuit and finite-element models as a first approximation. When included, 
both  joints  are  generally  treated  rather  simplistically.  It  may  be  important  for  some  purposes  to 
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explicitly model the ligamentous joint capsules, the synovial fluid, the cartilaginous joint surfaces, and 
perhaps even the transition from bone to calcified cartilage to uncalcified cartilage.

The ossicles are generally considered to be rigid, but detailed modeling has indicated that there may 
be significant flexibility in the manubrium of the malleus (Funnell et al., 1992), in the stapes (Beer et  
al.,  1999),;  and in the bony pedicle between the long process of the incus and the lenticular plate 
(Funnell et al., 2005, 2006).

Finite-element models are able to produce complex ossicular motions, and permit exploration of the 
conditions required for rotation about the supposed anatomical incudomallear axis, for example, or for 
piston-like motion of the stapes. Such models can be used, for example, to replicate and to predict the 
different effects of different ligaments (Dai et al., 2007) and to explore a hypothesized high-frequency 
twisting mode of the malleus (Puria & Steele, 2010).

7.5.6 Cochlea

The load presented by the cochlea was considered by Zwislocki (1962) to have both resistive and 
reactive components, but to be mainly resistive, and it has often been modeled as a simple dashpot.  
Puria and Allen (1998) modeled it as a nonparametrically specified frequency-dependent impedance. In 
the early finite-element models there was a single damping representation for the whole model so the 
cochlear load was insufficient, but Koike et al. (2002) introduced additional damping for it. Recently 
middle-ear models have been coupled to explicit finite-element models of the cochlea (Gan et al., 2007; 
Kim et al., 2011).

7.5.7 Nonlinearity

The middle ear behaves linearly for the purposes of normal hearing but becomes nonlinear in response 
to very loud sounds, to explosions, and to the large quasi-static pressures involved in large changes of 
altitude and in clinical tympanometry. The finite-element method was used by Stuhmiller (1989) to 
study the effects of blast, but with a linear model, and by Wada and Kobayashi (1990) to study the 
effects of tympanometric pressures, but with the eardrum assumed to be flat and circular. Price and 
Kalb  (1991)  and  Pascal  et  al.  (1998)  attempted  to  model  nonlinearity  with  a  circuit  model  by 
empirically  modifying  parameter  values  and  outputs.  More  recently,  models  have  included  both 
nonlinearities and realistic geometries (Ladak et al., 2006; Qi et al., 2006; Wang et al., 2007). Homma 
et al. (2010) modeled the effects of large static pressures, but by adjusting the material properties for 
the different pressures rather than by using nonlinear properties. Nonlinear simulation of the eardrum is 
complicated  by  its  curvature,  which  may  lead  to  wrinkles  and  unstable  “snap-through”  for  large 
positive ear-canal pressures.

7.6 Summary

Apart from reviewing a few basic concepts involved in modeling, this chapter has summarized some of 
the work that has been done on modeling normal outer-ear and middle-ear function. Modeling has also 
been done of various special conditions. In particular, finite-element models have been used to simulate 
such things as middle-ear prostheses and implants, eardrum abnormalities, ventilation tubes, reverse 
transmission and otoacoustic emissions, liquid in the middle-ear cavity, and bone conduction. Such 
studies may be where the true value of middle-ear modeling lies, but the conclusions can only be as 
valid as the models themselves, and the models are far from definitive at this point. Modeling studies of 
the effects of anatomical variability have been few, but the great variability of human ears (e.g., Todd, 
2005) makes this an important factor in the interpretation of model results.

Apart from a few models for cat and gerbil, the only finite-element middle-ear models have been for 
human  ears  even  though  the  best  experimental  data  for  validation  are  from other  species.  More 
nonhuman models would probably be valuable in the development of better-validated models.
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In  the  guidelines  for  model  validation  discussed  in  Section 7.4.3,  the  recommendation  is  that 
“validation of a complex system should be pursued in a hierarchical fashion from the component level 
to the system level” (Schwer, 2007, p. 247). This has not been the approach for the middle ear, although 
recent experimental and modeling work on individual components (cf. Section 7.3) may lead in that 
direction.

Modeling has not yet been done of the effects of the smooth muscle present in the fibrocartilaginous 
ring surrounding the eardrum (Henson et al., 2005). This would be interesting for its own sake, and is 
also related to the open question of how much tension there is in the eardrum under normal operating 
conditions and how important it is.

Another open question is about the high-frequency behavior of the middle ear. Some experimental 
data (e.g., Olson, 1998; Puria & Allen, 1998) have shown a high-frequency middle-ear response that 
has a relatively flat magnitude and a phase lag that increases more or less linearly with frequency. 
These are the characteristics of a delay line, and some modeling has been done that starts from the 
pure-delay hypothesis  (cf. Voss et  al.,  Chapter 4).  Naturally,  such models can reproduce delay-like 
behavior,  but  it  may not  be entirely clear  how they are related to  actual  physical  and mechanical  
mechanisms. Not all experimental data show the delay-like behavior. Moreover, some data that have 
been interpreted as having delay-like high-frequency magnitudes can be equally well described (from a 
different bias) as combinations of roll-offs and peaks. Most experimental data are not clean enough to 
be unambiguous.

Measurements at  very high frequencies are very difficult  to do reliably and repeatably.  For one 
thing, sound-pressure fields become very nonuniform over very short distances. For another thing, the 
vibration modes of the middle ear  become extremely complex and frequency-dependent.  The very 
notions of input and output become difficult to define.

Finite-element models will necessarily show delay-like behavior if (1) that is how the middle ear 
really behaves and (2) the models are adequate representations of the middle ear. If a finite-element 
model  does  not  satisfactorily replicate  some set  of  experimental  data,  it  does  not  condemn finite-
element modeling as an approach, but rather indicates that that particular model was missing some 
features. It is possible, of course, that the missing features include unrecognized artefacts and errors of 
the experiments.

It  is  sometimes stated that  a disadvantage of  finite-element  models is  that  they have too many 
parameters. Two things must be kept in mind, however. First,  the number of parameters is directly 
related to the amount of realism included in the model. Because only as much realism needs to be 
included  as  is  necessary  to  match  the  behavior  of  interest  as  closely  as  desired,  the  number  of  
parameters might be claimed to be the minimum necessary. The second thing to keep in mind is that the 
real concern is not the number of parameters but rather the number of parameters that have to be 
assigned values by fitting to the experimental data being modeled. In principle, all of the parameters of 
a  finite-element  model  can be assigned values  based  on experimental  data  (e.g.,  measurements  of 
material properties) that are completely distinct from the situation being modeled, so the number of free 
parameters can be very small. In practice, of course, finite-element models, like others, are sometimes 
given additional free parameters because of a lack of knowledge or to make up for shortcomings in the 
models.

Another  disadvantage  sometimes  ascribed to  finite-element  models  is  that  their  complexity can 
hinder insight into the fundamental principles involved in a system. It is certainly true that some simple 
lumped models have provided substantial insight into middle-ear mechanics. If, however, the relevant 
fundamental principles include the asymmetrical distributed nature of the system, then complex models 
are required to elucidate it.

A third disadvantage ascribed to finite-element models is their computational expense, and that can 
indeed become a serious issue, with some simulations being very time-consuming. Again, however, it  
depends on the degree of realism required for the purposes of the model. If the realism is not necessary, 
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it can be removed. If it is necessary, then, in the words of an esteemed graduate-studies supervisor,  
slow work takes time.
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